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Abstract:
Sky images captured by ground-based cameras are increasingly used nowadays because of their ap-
plications in a number of fields, in particular assessment and forecasting of the solar resource. Direct
normal irradiance (DNI) forecasts, which can be used to improve the efficiency of concentrated solar
power systems, are highly correlated with cloud cover evolution. In this context, accuracy is a key
feature; taking into consideration the nature of the clouds and changes in the atmospheric conditions,
achieving such high accuracy is problematic and challenging. In this paper, we present two segmen-
tation tools to address the complicated nature of the clouds, attempting to present models free from
tunable thresholds and completely based on supervised learning. The first one is a multilayer (deep)
artificial neural network-based model and the second one is a k-nearest-neighbors-based model.
Using high-dynamic-range (HDR) sky images collected in Perpignan (southern France), we compare
these two models with state-of-the-art segmentation algorithms.

Keywords:
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1. Introduction
Solar energy is a high-trending field of research nowadays and research centers are more and more
interested in developing algorithms to increase as much as possible the efficiency of solar energy
processes and systems. As a result, short-term forecasting of the solar resource is critical, especially
for the development of efficient model-based predictive controllers. We are interested in the intrahour
forecasting of DNI using HDR sky images given by a ground-based camera [1], which provides high
spatial-temporal resolution unlike satellite-based imaging [2]. Since this task is deeply influenced
by both cloud cover and cloud motion [3], a segmentation method which enables to identify the
cloud pixels with high accuracy is needed. That is why a machine learning-based algorithm has been
developed, which permits also to solve the problems posed by the threshold-based algorithms that will
be discussed in the coming sections of the paper. Our goal is to perform probabilistic segmentation
with no manual interference.

1.1. Related work
• Threshold-based algorithms. The cloud luminosity, thickness, position in the sky, and clear-

sky radiance anisotropy effect complicate the cloud detection task. As a result, algorithms
based on only one fixed threshold are rejected and an adaptive threshold featuring the red to
blue channel [4], which uses the hybrid thresholding algorithm (HYTA), is introduced. Note
that the possibility of enhancing the minimum cross entropy (MCE) by saturating the threshold
and then defining different regions of interest in the image, which permits to calculate a local
threshold in each region, is highlighted in [5] and [6]. As in [7], the difference between the
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blue channel and the red one proved to be a good candidate to perform the segmentation. More
sophisticated methods were introduced in [8], where a fuzzy c-mean clustering is performed
on the normalized difference between the red channel and the blue one to gather some seeds,
and then the graph cut method [9–11] is performed to classify the pixels. Threshold calculation
based on the Otsu’s method [12], which treats the gray scale feature of an image, is also used to
segment the cloud/sky pixels. In [13], a method, where the red-to-blue ratio histogram is used
and then the average of the two highest classes is averaged with the mean of the red/blue values
holding the highest local standard deviation of the gray scale image, is presented.

• Machine learning-based algorithms. A support vector machine (SVM) classifier is used in
[3] to perform a supervised learning based on the RGB (red, green and blue) channels, both
the local standard deviation and Laplacian of Gaussian being used as predictors (features) to
construct a binary mask, achieving notable accuracy. The images used during the training
phase are manually labeled. An artificial neural network (ANN) enables detecting the clouds.
In addition, the normalized red-to-blue channel, normalized saturation-value ratio (NSV), red-
to-blue ratio, gray-scale values and RGB channels can serve as good features for the network
used [14]. Another approach including the following features was introduced in [15]: hue,
saturation and brightness (HSV), RGB channels, R/B, red-blue difference, the pixel’s estimated
movement from the previous image, the pixel’s distance from the Sun and the Sun’s azimuth
and zenith angles. The artificial neural network used, which consists of two hidden layers of
ten neurons each, also achieved notable accuracy. Furthermore, in [16] the cloud identification
network uses the variance of the red channel, the mean of that channel and the mean of the
blue channel on a given neighbor. The network is designed with one hidden layer with the
same number of neurons as the input layer. The approach presented in [17] provides a two-step
identification method. First, the image is grouped to one of three clusters based on some coarse
grain characteristic, and then a specific network is used to identify the pixels.

1.2. Proposed method
The above methods perform accurately in simple cases where clouds intensities are uniform and cloud
color is homogeneous; but in the case where different types of clouds (cirrostratus, cirrocumulus,
cirrus, altostratus, etc.) are to be identified, the thresholding-based methods pose the problem of over-
or under-identification depending on the aggressivity of the threshold and the tolerance on the details.
In these cases, these methods lose accuracy on the boundaries of the image (note that we are applying
these methods on a camera with a fisheye lens). The machine learning-based models can easily
overcome this problem in the learning process. In addition, the Sun affects these methods drastically
due to the glare. Our goal is to overcome the Sun glare problem, preserve as much information
as possible and present a model with no predefined parameters. Furthermore, we are interested in
constructing a probabilistic cloud mask describing the membership of each pixel, which is not possible
with thresholding methods. This probabilistic map is of great importance when it comes to forecasting
DNI as it provides better understanding of the clouds and their types.
To achieve the required performance we developed two models issued from the supervised machine
learning approach. The first model is an artificial neural network with multiple layers (deep archi-
tecture to be explained in the coming sections) whereas the second model is a k-nearest neighbors
model (k-NN) trained with different features. The proposed models are compared with some of the
methods mentioned above, the evaluation is done both visually and numerically. Then, key obser-
vations are provided to evaluate the performance and prove the accuracy of our models compared to
threshold-based methods.

1.3. Database
In this paper, we use sky images [1] collected at PROMES-CNRS, in Perpignan (southern France).
The weather is moderate and the cloud cover varies continuously, providing different sky situations
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such as completely/partially covered sky (with different kinds of clouds) and clear sky.
The ground-based camera used is a new generation sky imager developed by PROMES-CNRS, with
the help of PROMECA (https://www.promecaweb.fr/). It is equipped with a CMOS sensor,
a fisheye lens (185�@ 0.15�), a neutral density (ND) filter and an embedded computer. The operating
system is Debian GNU/Linux. Temperature control is performed through active cooling and heating.
Each HDR image is generated on the fly using a batch of 30 images taken with different exposure
times within a second: cloud motion is negligible. HDR imaging allows details in both the circumsolar
area and the darkest parts of the sky to be preserved. A fully automated geometrical calibration is
performed by comparing the Sun’s position in the sky and the one detected on the image.
The database used for this study is composed of 5959 HDR images over four consecutive days, along
with the Sun’s position. The size of those 64-bit images is 1300 ⇥ 1216 pixels. The images used
for both the training and validation phases present around 215 different features dealing with sky
situations (clear sky, overcast, multiple cloud types, etc.). Note that for visualizing goals we perform
tone-mapping on the images to be able to show them as in Fig. 1.

Figure 1: Tone-mapped image from the PROMES-CNRS database (Perpignan, southern France).

2. Proposed models
In this section, we present the two proposed models, emphasizing their implementation techniques
and tools.

2.1. Multilayer artificial neural networks
Artificial neural networks are very powerful artificial intelligence tools. However, to achieve high
accuracy and low data loss, we have to pick wisely the features (predictors), in order to learn to
classify.

2.1.1. Tools and features

An artificial neural network, as any machine learning model, requires specific features that will help
match the input to the output (observation). As seen in the related work, the most used features are
the following:

• The RGB (red, green and blue) channels.
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• The red-to-blue ratio (RBR) channel, defined as follows:

RBR =
R

B
(1)

• The normalized red/blue ratio (NRBR) channel, defined as follows:

NRBR =
R� B

R +B
(2)

• The local standard deviation on a specified neighborhood.
• The Laplacian of Gaussian (used for edge detection).
• The gray scale.

An ANN-based model can be expressed as the following equation:

Y = F (X) (3)

where X is a vector of pixel features and Y is the pixel class (label) decision, where F can be seen
as a black box holding the weights and biases of each unit in the network. The mapping is performed
by applying these trained parameters on the normalized input vector X .
More specifically, such a model can be defined as follows:

y(x, w) =
mX

j=1

wjf

 
dX

i=1

wjix
? + b1

!
+ b2 (4)

where w = (wj, wji, b1, b2), which is estimated during the training phase, contains the set of weights
wj , wji and two bias b1, b2, and f is the activation function. Artificial neural networks use a variety
of learning techniques and optimizers, but the most popular is the backpropagation algorithm [18].

2.1.2. Network layers and units

The network has the following types of layers:

• Up-sampling layer, where the number of units is doubled compared to the previous layer in the
network.

• Down-sampling layer, where the number of units is divided by two compared to the previous
layer in the network.

• Bottleneck layer, where the number of units is preserved compared to the previous layer in the
network.

• Dropout layer (dropout is used to avoid overfitting by randomly dropping units from the network
during the training phase).

Varying the number of layers will affect both the accuracy and execution time accordingly; for exam-
ple, increasing the number of layers will increase the execution time where, with sufficient data size,
it might fight against overfitting. As for activation functions, we chose rectified linear units (ReLU)
for the intermediate layers and sigmoid functions for the output layer, respectively (see Fig. 2).

2.1.3. Generation of training data

First of all, as proposed in [3], cloud labeling has been manually done, carefully, using the Image
Segmenter Matlab Toolbox on four full images of different natures (clear sky, overcast and heteroge-
neous situation). Eliminating the physical mask and potential NaN values from the data, we are left
with 4 425 990 observations (vector of features). This permits us to build a first NN, which is used to
generate 11 cloud masks of another 11 images; these 11 masks are then refined manually. In the end,
a training database of 15 images is obtained (4 clear sky images, 5 overcast images, 6 mixed images),
representing 12 193 471 observations.
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Figure 2: Activation functions.

2.2. k-NN-based model
The second model proposed in the present paper is described in this section.

2.2.1. Definition

The k-nearest neighbors algorithm is a simple algorithm that stores the dataset and classifies new
cases based on a similarity measure. It provides the possibility of finding the k closest points in the
data set to a set of points.

2.2.2. Tools and features

Several k-NN variants are possible, each one is characterized by specific parameters such as:
• Distance metric [19], such as city block, chebychev distance or Euclidean distance.
• Number of nearest neighbors, which ranges from 1 to 100.
• Nearest neighbor search method [20], such as Kd-tree searching method.

Each combination of these parameters affects the performance, which varies their prediction speed,
learning speed, flexibility, interpretability, implementation behaviour. . .

3. Implementation and comparative study
In this section we will be mentioning specific and technical facts regarding the proposed models.
Then, we are going to compare them with several state-of-the-art methods and algorithms; allowing
us to show their robustness and accuracy versus threshold-based algorithms.

3.1. Implementationl
3.1.1. ANN-based model

After performing several tests, we ended up with a neural network having 97% validation accuracy
and 11% of validation loss (calculated using the binary cross-entropy method). This network uses
the RGB channels, red to blue ratio, the local standard deviation (11 ⇥ 11 neighborhood) and the
normalized difference of red and blue channels. For such predictors we construct a deep artificial
neural network having the following layers (for a total of 19 layers):

• 4 up-sampling layers.
• 1 bottleneck layer.
• 4 down-sampling layers.
• 1 dropout layer (40%) after each of the above layers.
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• 1 output layer.
Note that the choice of the features used and the mentioned architecture has been derived by trial and
error. The architecture is inspired from the U-net segmentation network [21].
We trained the neural network (three epochs) using the TensorFlow/Keras GPU aided version [22].
Each epoch lasted 30 min to 40 min using ADAM (a well known adaptive learning rate optimizer)
on a machine having Intel I7-4510U CPU @ 2.00-2.60 GHz as the CPU and Nvidia Geforce 840M
as the GPU. Once trained, the model provides the probabilistic segmentation map of a sky image
(1300⇥ 1216 pixels) in 40 s to 50 s.
A fixed threshold is applied on the neighborhood of the Sun to overcome the “Sun glare” problem [23].
Tests showed that 0.83 is a good value. This approach is impossible to apply on a binary mask, which
is another advantage of having a probabilistic map.

3.1.2. k-NN-based model

For this model, we use the RGB channels, local standard deviation on a specified neighborhood
(11 ⇥ 11 neighbors) and NRBR channel. We used the Matlab Classification Learner to perform the
learning process, which took 40 minutes achieving an accuracy of 97 %. The distance metric is the
Euclidean distance, the number of neighbors is set to 100, and the model uses the Kd-tree searching
method.

(a) Validation image: case 1 (b) Ground truth: case 1

(c) Validation image: case 2 (d) Ground truth: case 2

Figure 3: Validation images.

3.2. Comparative study
In this section, we present the methods and algorithms commonly used to perform cloud/sky segmen-
tation and then we apply them to our database.

3.2.1. State-of-the-art methods and algorithms

As explained in Subsection 1.1., there are many existing methods, mainly based on thresholding
developed to perform cloud/sky segmentation. The most common methods are described below:

• The updated MCE algorithm, which is a part of the hybrid thresholding algorithm (HYTA),
uses an adaptive threshold on the red to blue ratio and is one of the most used threshold-based
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algorithm [4]. In this paper, the enhanced version of this algorithm [6] is used.
• The graph cut method can be considered as a more advanced method used to segment HDR

images where seeding is done with the help of c-fuzzy clustering. The feature used is the
normalized difference of the red and blue channels.

• The Otsu’s method, a well-known threshold calculation method using the gray-scale feature.
• The method proposed by Huo and Lu [13], in which the threshold is calculated by averaging

the highest two classes in the red to blue ratio histogram, and then averaging this value with the
average of the 20 red to blue ratio holding the highest standard deviation values. This method
is proposed for heterogeneous cases only.

These methods are to be compared with our ANN-based and k-NN-based models. The obtained
results are discussed in the following section.

3.2.2. Assessment

In this section, we compare our models with some of the state-of-the-art methods and algorithms.
Performance of the models is evaluated by calculating the root mean square error (RMSE). Note that
the ground truth masks are manually labeled. Two cases are presented (see Fig. 3): the first case is a
whole image with apparent Sun, clear sky and some shattered clouds; the aim is to test the robustness
of the algorithms to the Sun glare. The second case is a local part of a cloudy image, used to evaluate
the performance of the proposed approaches in regions where threshold-based algorithms perform
very well. Results are presented in Table 1. For better understanding of the models’ performance, we
present the average execution time of the models used in the comparison (see Table 2).

Table 1: RMSE obtained on the two validation images.

Approach Otsu’s
method MCE Huo and Lu k-NN-based

model
ANN-based
model

Case 1 0.55 0.47 0.26 0.21 0.15
Case 2 0.13 0.11 0.27 0.13 0.10

Table 2: Average execution time on 20 sky images.

Approach Otsu’s
method MCE Huo and Lu k-NN-based

model
ANN-based
model

Time (Sec) 0.22 0.55 0.74 0.43 52.63

4. Observation and discussion
Five sky images selected from the database are shown in Table 3: two heterogeneous and regional
images, two whole and sunny images and a fully clouded image. These images have been selected
to show that the proposed approaches can overcome the problems generally faced by cloud detection
algorithms such as the “Sun glare” problem (columns 3 and 4), thin/thick clouds (columns 1, 2 and
5), and clear-sky radiance anisotropy (columns 3 and 4). In addition, we intend to prove that our
approaches are not regional, contrary to most threshold-based methods. Indeed, for these methods, it
is advised to perform local thresholding to overcome the problem posed by the fish-eye lens distortion,
especially on images’ boundaries, where false detection is common in threshold-based algorithms.
In machine learning-based models, this problem is not usually encountered and there is no need to
separate images into regions of interest.
As can be seen in Table 3, the state-of-the-art methods and algorithms suffer from over- or under-
identification due to the way the threshold is calculated (either soft or hard), while for machine
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Table 3: Comparison between the tested approaches on five images selected in the database.

Original
image

ANN
mask

k-NN
mask

Updated
MCE
mask

Huo and
Lu mask

Otsu
mask

Graph
cut mask
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learning-based models the probabilistic nature of the approach is sufficient to confront the problem as
shown in the first two columns.
In addition the threshold-based algorithms need some additional support and special treatment in case
of dark clouds; for example in the fixed threshold approach the threshold might be too high for some
situations; which implies that additional post-processing has to be proposed to solve this problem,
as in e.g. [24]. Meanwhile, our model learned to distinguish this type of clouds without additional
sophisticated post-processing, which serves our purpose of finding a robust algorithm.
Another observation to be mentioned is that the learning-based models are sensitive to details but ro-
bust to the Sun glare (column 3 and 4); the updated MCE algorithm is sensitive to small clouds/details
but it will drastically fail on the neighborhood of the Sun, since the threshold will not treat the glare
specially; this will yield false detection as seen in e.g. the third and fourth columns of Table 3. The
other methods are more robust to the Sun glare, but fail to detect small details as well as thin clouds,
like e.g. the method proposed by Huo and Lu. This leads to the second strong point of the proposed
approaches, that mix high sensitivity and robustness to the Sun glare.
We can see that the graph cut method based on the fuzzy clustering failed on the whole image, and
even on the regional image the results were not as satisfying and detailed as intended. This might be
caused by the fact that this method is based on seeds, then the accuracy is highly dependent on the
quality of the chosen seeds. The Otsu’s method is the best performing threshold-based method, but
the proposed approaches are slightly better or same in terms of detection. Needless to say, the Otsu’s
method yields a binary mask while our models yield a probabilistic map. As for the method proposed
by Huo and Lu, it is good for overall look but not for deep/small details and its counter-glare ability
is limited. Furthermore, when the sky is completely covered by clouds (last column of Table 3), we
can see that most algorithms lost their accuracy on the boundaries, while the proposed models do not
face any problem.
The results provided in Table 1 describe the performance of the proposed models versus the other
algorithms. Both the ANN-based and k-NN-based models outperformed the state-of-the-art methods
and algorithms in the two cases, which proves that those models are robust to the Sun glare (case 1)
and accurate enough in regional situation (case 2). The ANN-based model high accuracy comes at the
cost of long execution time as shown in Table 2, while the other algorithms and models share similar
execution time.
Performance of the ANN-based model is generally better than the one of the k-NN-based model,
in terms of accuracy they performed well versus other algorithms. Furthermore, the ANN-based
model provides probabilistic map and performs better than the k-NN-based model around the Sun,
but the ANN-based model’s computation time is noticeably high. The k-NN-based model provides
an accurate binary cloud mask and it is much faster.

5. Conclusion
Based on the presented observations in Section 4. of the paper, the ANN-based model provides
high accuracy and multiple advantages such as probabilistic map, accuracy on circumsolar region,
accuracy on boundaries, etc. The k-NN-based model performed well in the validation step where it
provides the advantage of high accuracy and short execution time. In addition, the proposed models
were able to deal with the problems posed by the threshold-based algorithms, such as the effect of the
lens distortion, the Sun glare, over- and under-identification. To do so, as seen in Section 3. of the
paper, the machine learning based models must utilize the appropriate features and parameterizations
to outperform the threshold-based methods and provide accurate results.
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